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SIMULATION OF VORTEX SHEDDING PAST A SQUARE
CYLINDER WITH DIFFERENT TURBULENCE MODELS
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Institute for Hydromechanics, Uni6ersity of Karlsruhe, Karlsruhe, Germany

SUMMARY

This paper presents the results of numerical simulations of vortex shedding past a free-standing square
cylinder at ReD=22000, obtained with different turbulence models. Using wall functions, the standard
k–o model is compared with a modification suggested by Kato and Launder (Proc. 9th Symp. Turbulent
Shear Flows, Kyoto, 10-4-1 (1993)). In addition, both versions are used in a two-layer approach, in which
the flow close to the cylinder is computed with a locally more suitable one-equation turbulence model
and only outside the viscous near-wall layer with the two mentioned high-Re model versions. To allow
a comparison, the simulations are performed first using the same computational domain and boundary
conditions as in previous investigations. Then results are presented that were obtained on a computa-
tional domain and with boundary conditions more suitable for a comparison with the experiments.
© 1998 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Vortex shedding is an unsteady flow phenomenon which occurs frequently behind relatively
slender, bluff structures, called cylinders in the present study, and is therefore of great practical
importance. At relatively small Reynolds numbers ReD=u�D/n based on the diameter D of
the cylinder, numerical simulations carried out by solving the two-dimensional unsteady
Navier–Stokes equations were quite successful. At high Reynolds numbers, which are more
relevant in practice, three-dimensional stochastic turbulent fluctuations F% are superimposed
on the periodic unsteady motion �F(t)� of the vortex shedding, as illustrated in Figure 1. If
a sensor, such as a hot-film device, is placed in the wake of a bluff body experiencing vortex
shedding, a signal F(t) as shown in Figure 1 will be detected with a periodic component of the
vortex-shedding period TP and a characteristic time scale Tt of the turbulent fluctuations. This
superimposed stochastic turbulent motion cannot yet be resolved by a direct numerical
simulation. Large eddy simulations are possible in which the low frequency part of the
stochastic motion is calculated directly, while the unresolved high frequency part is simulated
with a subgrid scale model. Such large eddy simulations are, however, very expensive. The
present paper is concerned with the use of statistical turbulence models, in which the complete
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Figure 1. Triple decomposition of a turbulent, unsteady signal.

spectrum of the stochastic motion must be simulated by the turbulence model. To this end, the
instantaneous flow quantities F(t), such as the components 6i(t) or the pressure p(t), are
separated into a time mean component F( , a periodic component F0 (t) and the turbulent
fluctuating component F%:

F(t)=F( +F0 (t)+F%=�F�(t)+F%. (1)

Together, the time mean and the periodic part are called the phase-averaged or ensemble-aver-
aged component �F�(t), which is resolved in the numerical calculation.

The LDA measurements by Lyn et al. [2] of vortex-shedding flow past a square cylinder at
ReD=22000 have become a standard test case for unsteady turbulent flow of this kind (see
References [3,4]) because in these measurements, the triple decomposition introduced above
was performed in the data reduction so that phase-averaged quantities were obtained.
Therefore, these measurements allow insight into the complex interaction between the different
scales of motion. Franke [5]—see also Franke and Rodi [6]—was the first to present results
of numerical predictions for this flow by solving the ensemble-averaged two-dimensional
equations, using both the standard k–o model and the full Reynolds stress model of Launder
et al. [7], both with wall functions and in a two-layer approach. In the meantime, other
calculations for the same flow have been obtained with various statistical models (see e.g.
References [1,8]). These agree only partly with Franke’s results, and modifications to the k–o

model were proposed to improve the predictions. Large eddy simulations have in the meantime
also been carried out (see e.g. References [9,10]).

Figure 2. Computational domain and boundary conditions chosen by Franke [4].
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Franke and Rodi [6] have shown that the occurrence and quality of the vortex-shedding
prediction depend strongly on the turbulence model used. The standard k–o model was
found to severely underpredict the strength of the shedding motion, mainly because of
excessive production of turbulent kinetic energy in the stagnation region in front of the
cylinder. Reynolds stress models avoid this problem, as does the modification of the k–o

model proposed by Kato and Launder [1]. In addition, the computational domain and the
inlet conditions chosen by Franke and used in most of the other studies were found to be
inappropriate for the simulation of the flow investigated experimentally by Lyn et al. (see
Bosch [11]).

In this paper, new calculations of the case studied by Lyn et al. will be presented, in
which the results obtained with the modification of Kato and Launder are compared with
those obtained with the standard k–o model, combining both models with either wall
functions or in a two-layer approach with the one-equation model of Norris and Reynolds
[12]. For a comparison with previous results, the computation domain and boundary condi-
tions chosen by Franke [5] will be used. Results obtained with optimized calculation do-
main and boundary conditions will also be included in order to provide a new frame of
reference.

2. MATHEMATICAL MODEL

2.1. Numerical procedure

The two-dimensional ensemble-averaged unsteady Navier–Stokes equations, together with
the continuity equation, are solved numerically with the iterative finite volume method
FAST-2D, the basic features of which are described by Majumdar et al. [13]. This is a
general purpose code for analyzing fluid flow. The method uses a non-staggered grid and
Cartesian velocity components, handles the pressure–velocity coupling with the SIMPLEC
algorithm [14], employs the special momentum interpolation method of Rhie and Chow [15]
needed for the non-staggered variable arrangement, and solves the resulting system of
algebraic equations iteratively with the TDMA (see e.g. Reference [16]).

For spatial discretization, the Quick convection scheme of Leonard [17] was used. The
Quick scheme combines the high accuracy of a third-order scheme with the stabilizing effect
of upwind weighting. A disadvantage is its unboundedness, which may cause over- and
undershoots. Therefore, the Quick scheme is not suitable for the transport equations of
turbulence models and the Hybrid central upwind scheme, described by Patankar [18], is
used for �k� and �o�. The results obtained with the Quick scheme using the ‘optimized
mesh’ have been compared with simulations using the HLPA scheme of Zhu [19], which is
suitable for all the transport equations. No difference was found and the solutions are also
grid-independent. When the Hybrid scheme was applied to all equations, a steady flow was
obtained, because this scheme introduces too much numerical diffusion.

For time discretization, the fully implicit scheme (FI) was used, which is a backward
difference approximation of the unsteady terms and has an approximation error of second-
order, thus contributing to the numerical diffusion. Bosch [11] has shown, that for the used
time step of Dt*=0.02 (the non-dimensional time scale is defined as t*= tu�/D) this
scheme is sufficient.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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2.2. Turbulence modeling

The Reynolds stresses �ui%uj%� appearing in the ensemble-averaged Navier–Stokes equations
are determined by a turbulence model. The Standard k–o model of Launder and Spalding [20]
uses the eddy viscosity concept of Boussinesq:

�u %i u %j �=nt
�(�ui�
(xj

+
(�uj�
(xi

�
−

2
3

�k� dij. (2)

This concept works on the assumption that the Reynolds stresses are proportional to the local
ensemble-averaged velocity gradients and that the proportionality factor, the eddy viscosity nt,
is a scalar quantity. In the k–o model the eddy viscosity is related to the turbulent kinetic
energy �k� and to the rate of its dissipation �o�:
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The spatial and temporal distribution of �k� and �o� is determined from differential transport
equations for these quantities, considering the history and transport effects of turbulence (see
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S is the symmetric deformation of the fluid. The values of the k–o model constants are:
cm=0.09, Co1=1.44, Co2=1.92, sk=1.0 and so=1.3.

The modification of Kato and Launder [1] was developed to cure the overproduction of the
turbulent kinetic energy in stagnation regions (see Reference [22]). In these regions, shear stress
production of k is small and normal stress production dominates. With an isotropic eddy
viscosity, as used in the standard k–o model, the normal stresses cannot be predicted correctly,
leading to the observed excessive production. On the stagnation streamline the (normal stress)
production of k is Pk,c= − [�u %2�−�6%2�]((�u�/(x), which leads to Pk,ko=4�nt�((�u�/(x)2,
when the normal stresses �u %2� and �6%2� are determined by the isotropic eddy viscosity
relation.

Bypassing the eddy viscosity relation (2) for the stresses, Kato and Launder introduced the
following ad-hoc model relation for the production of �k�:

Pk=cm�o�SV and V=
�k�
�o�
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The quantity V is a rotation parameter and is proportional to the magnitude of the local
vorticity. The flow does not have any vorticity on the stagnation streamline, so that V vanishes
there. On the other hand, in simple shear layers the production terms of the standard k–o

model and the modification of Kato and Launder are identical and thus the constants of the
k–o model do not need to be recalibrated for this modification. The modification of Kato and
Launder is suitable for general flow configurations involving stagnation regions, not only for
vortex-shedding flows.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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High Reynolds number models, such as the standard k–o model and the Kato–Launder
modification, are not suitable for the flow close to walls. The viscosity-affected region close to
walls can be bridged either by wall functions (see Reference [20]) or calculated using a
two-layer approach, resolving the viscosity-affected region by using a locally more suitable
one-equation model.

The one-equation model of Norris and Reynolds [12] was employed, which solves only the
transport equation for the ensemble-averaged turbulent kinetic energy �k�. Instead of deter-
mining �o� from a transport equation, the turbulent length scale Lt, whose behaviour is well
known near walls, is prescribed. The dissipation �o� is then determined from the calculated
value of �k� and the length scale. The model equations read:

�nt�= fmcm* 
�k�Lt, (7)

fm=1−exp(−AmRey) with: Rey=

�k�yn

n
, (8)

Lt=cNRkyn, (9)

�o�=
�k�3/2

Lt

�
1+

nco


�k�Lt

�
. (10)

The constants of the one-equation model are: Am=0.0198, cm*=0.084, cNR=6.41 and co=
13.2. k is the Van Kármán constant with the value k=0.4187. According to the suggestions
of Cordes [23] for the two-layer approach, the one-equation model and the high-Re model to
be used away from the wall are matched where fm=0.95.

2.3. Computational domain and boundary conditions

In this section, the computational domain and the boundary conditions are summarized.
Three different types of computational meshes will be used, namely Frankes’ mesh, the
‘optimized’ mesh and a mesh suitable for the two-layer approach. Figure 2 shows the
computational domain and the boundary conditions used by Franke. The inlet of the
computational domain is located at x/D= −4.5 (the co-ordinate system has its origin in the
center of the front face of the cylinder). At this boundary inlet, conditions are specified with
constant values for the velocities �6� �= (u�, 0) and the turbulence quantities �k� and �o�. The
level of �k� was chosen to match the turbulence levels Tu=
u %2=2% measured by Lyn et
al.

The level of the dissipation rate �o� at the inlet of the computational domain is not known
from the experiments, but needs to be specified as a boundary condition for solving the
transport equation of �o�. Because of this, the value of �o� at the inlet is computed from
Equation (3) by specifying the ratio rm=nt/n. Franke chose the value rm=100, which is in the
commonly accepted range used with the k–o model, if no other information is available.

The width B of the computational domain is chosen to be 15D, which gives a blockage
D/B=6.6%, which is slightly smaller than in the experiments of Lyn et al. (D/B=7%). The
channel walls are approximated in the numerical simulations by a symmetry plane with all the
gradients normal to the boundary (�F�/(y and the normal velocity �6� vanishing. At the
outlet computational domain, a zero streamwise gradient is specified with (�F�/(x, which
implies that �6� vanishes because of the continuity equation. Franke placed the outlet
condition at x/D=15.5 downstream of the cylinder.

The computational mesh suitable for calculations with wall functions is shown in Figure 3
and has 70×63 cells. Near the walls of the cylinder the width of the first cell, was chosen as
yw/D=0.022.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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Figure 3. Computational mesh.

The distance of the grid lines is in accordance with a geometric series, with a stretching ratio
of qx=Dxi/Dxi−1=0.838 in front of, qx=1.173 and qx=0.853 along the sides, and qx=1.188
behind the cylinder in the x-direction. In the y-direction the mesh is symmetric with respect to
y=0 and the stretching ratio below the cylinder is qy=Dyi/Dyi−1, and along the cylinder
qy=1.221.

In this paper, results with the so called ‘optimized’ computational mesh (see References
[11,24]) are also presented. This mesh is shown in Figure 4 and has 99×75 cells. The inlet
location is now at x/D= −10, because it was found that at x/D= −4.5, where the inlet was
specified in the original computational domain of Franke, the velocity and pressure are already

Figure 4. Optimized computational mesh.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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Table I. Force coefficients and Strouhal number in comparison with other numerical studies

Author Turbulence model cD cD% cL% Str

WF Standard k–o model 1.660 – 0.100 0.127Kato and Launder
WF Standard k–o model 1.618present 0.0003 0.050 0.126
WF Modification of Kato and Launder 2.050 0.0212Kato and Launder 0.820 0.145
WF Modification of Kato and Launder 2.108present 0.0325 1.012 0.146

Franke present TL Standard k–o model 1.790 0.0000 0.228 0.124
TL Standard k–o model 1.750 0.0012 0.178 0.122

disturbed by the presence of the cylinder. In addition, the outlet condition is specified further
downstream, now at x/D=20, in order to reduce its influence on the flow close to the
cylinder.

The maximum stretching of successive mesh cells is limited to 0.95qx, qy51.1, which gives
a much smoother variation. The width of the first cells adjacent to the cylinder is yw/D=0.05.
The results obtained with this mesh have been compared with results obtained with meshes
having 109×85 and 143×108 cells and no change was observed.

When the two-layer approach is used, the viscous sublayer close to the cylinder needs to be
resolved by the computational mesh and a value of y+:1 is required for the first computa-
tional point close to the cylinder. Therefore, the width of the first cell was reduced to a value
of yw/D=0.005 (146×127 computational cells) and yw/D=0.002 (169×169 computational
cells), when the inlet is located at x/D= −10 and the outlet at x/D=20, and to yw/D=0.001
with 169×169 computational cells, if the inlet is located at x/D= −4.5 and the outlet at
x/D=15.5. With the improved boundary conditions, no significant influence on the force
coefficients or the Strouhal numbers could be found with respect to the mesh refinement.

The boundary condition for the dissipation rate �o� at the inlet of the computational
domain has a strong influence on the results. Some simulations were performed with rm=100
for comparison with previous numerical results obtained with this value. According to
estimations of the turbulent length scale of the oncoming flow [11,24], a value of rm=10
corresponds better to the experiments of Lyn et al. [2] and so this new value is used in
combination with the optimized mesh.

3. RESULTS

3.1. Comparison with pre6ious numerical results

For a comparison of the present results with previous results, the same calculation domain
and mesh were used and the same boundary conditions specified, as chosen by Franke [5] and
used also by Kato and Launder [1] (see Figures 2 and 3). Accordingly an inflow value of
rm=100 was taken.

In Table I, the present results are compared with those of Kato and Launder [7] obtained
with wall functions (WF), using the standard k–o model, and the modification proposed by
Kato and Launder. In addition, a comparison is included with Franke’s [5] results, using the
two-layer (TL) approach with the standard k–o model. From the first four rows it can be seen
that there is neither systematic nor significant deviation from the results of Kato and Launder
with either turbulence model; the difference in the force coefficients and the Strouhal number
is smaller than the uncertainty of their evaluation.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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Franke obtained a steady solution with the standard k–o model in combination with wall
functions, while in the present study with this combination, vortex shedding was observed. In
the last two rows of Table I the results of Franke and of the present study are shown for the
standard k–o model, when used together with the one-equation model of Norris and Reynolds
[12] in a two-layer approach. Again no systematic deviation of the results was found.

The conclusion from Table I is that when the same computational domain, boundary
conditions and turbulence model are used, the different computer programs employed by
Franke, Kato and Launder, and the present authors yield the same results.

3.2. Influence of inflow location and inlet conditions

The results reported in the previous section still depend on the inlet location and the inlet
condition. Based on an estimate of the turbulent length scale, the value of rm, at the inlet in the
simulations should be reduced. If instead of rm=100, as in the previous section, a value of
rm=10 is specified at xinlet/D= −4.5, the predicted drag coefficient cD improves significantly,
even with the standard k–o model in combination with wall functions (WF). Table II
summarizes the influence of the inflow conditions; the reference results given already in Table
I are shaded. Comparing the results in rows 1 and 2 with the experimental data shows the
influence of rm, specified at x/D= −4.5. The reduction of rm, corresponding to an increase of
the dissipation rate �o� at the inlet, also increases the Strouhal number Str.

The inlet conditions should be specified far enough in front of the cylinder, so that the
calculated flow is independent of the location where the uniform inlet conditions are pre-
scribed. The influence of the inlet location can be seen in Table II when the results with the
WF standard k–o model of rows 2 and 3 are compared. The results in row 2 were obtained
with an inlet specified at xinlet/D= −4.5 and in row 3 at xinlet/D= −10. There is a strong
influence also of the inlet location on the drag coefficient cD and a weaker one on the Strouhal
number Str. The comparison between rows 3, 4 and 5 shows that the results are still very
sensitive to the specified value of rm for the inlet at x/D= −10.

If the influence of the boundary condition of �o�, specified through rm, and of the boundary
condition location are considered simultaneously, the changes of cD and Str by comparing
rows 1 and 3 are smaller than the separate changes, because both effects partially compensate
each other. Comparing row 6 and 7 for the Kato and Launder modification, together with wall
functions and row 8 and 9 for the two-layer approach (TL) using the standard k–o model, the

Table II. Force coefficients and Strouhal numbers dependence on the boundary conditions

StrcL%cD%cDrmxinlet/DTurbulence modelRow

0.1260.0500.00031.618100−4.5Standard k–o modelWF1
WF Standard k–o model −4.5 102 1.834 0.0057 0.403 0.140

3 WF Standard k–o model −10 10 1.637 0.0020 0.305 0.134
4 WF Standard k–o model −10 5 1.697 0.0044 0.402 0.138

0.1290.1790.00101.55520−10Standard k–o modelWF5
WF Kato and Launder model −4.5 100 2.1086 0.0325 1.012 0.146

7 WF Kato and Launder model −10 10 1.789 0.0125 0.614 0.142
0.00121.750100−4.5Standard k–o modelTL 0.1220.1788

10−10Standard k–o modelTL9 0.0046 0.4261.719 0.137

0.135–0.139Experiments, see Table III 2.05–2.19

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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Table III. Force coefficients and Strouhal numbers dependence on the turbulence modeling and
results of experiments

Far-body treatment cDNear-body treatment cD% cL% Str

Standard k–o model 1.637 0.0020 0.305WF 0.134
Kato and Launder model 1.789 0.0125WF 0.614 0.142
Standard k–o model 1.719 0.0046TL 0.426 0.137

TL Kato and Launder model 2.004 0.0683 1.175 0.143

Experiments
Re Tu (%)

[30] 176 000 :3 2.05 0.126
:50 000 B1.2 2.19[25] 0.123

22 000 2 0.135[1]
14 000 6 0.139[28]

change in the results can be seen when the improved boundary conditions are used. Using the
WF standard k–o model, cD and Str improve (rows 1 and 3), but with the TL standard k–o

model and the WF Kato and Launder modification, the drag coefficient cD gets worse and the
Strouhal number Str improves.

3.3. Discussion of the results

In this section, the results are presented only with the optimized inlet location and
conditions (xinlet/D= −10 and rm=10). If a comparison with numerical results of other
authors is made, it should be keep in mind that the boundary conditions are different so that
the results can be compared only partly.

Table III summarizes the computed components of the force coefficients and the non-dimen-
sional vortex-shedding frequency Str, and compares them with experimental results of different
authors. For the near-wall region either the wall functions (WF) or the two-layer model (TL)
is used. Away from the cylinder, either the standard k–o model or the modification proposed
by Kato and Launder [1] is used. Using the wall function approach, the mean and fluctuating
parts of both force coefficients increase when the standard k–o model is replaced by the
modification of Kato and Launder. The increase of the fluctuating parts is caused by the
stronger vortex shedding, observed with the Kato and Launder modification and thus c̄D

improves compared with the experiments. It should be noted that with the Kato and Launder
modification, Str becomes slightly larger than in the experiments.

The same tendency can be seen, when the two-layer approach (TL) is used. Again with the
Kato and Launder modification the force components and the Strouhal number increase. The
improved results obtained with the Kato and Launder modification in a two-layer approach
are as good as the results with the full Reynolds stress model reported by Franke [5].

In Figure 5 the distribution of the non-dimensional vorticity �vz�D/u� (with the vorticity
�vz�=(�6�/(x−(�u�/(y) in the vicinity of the cylinder is shown for the different turbulence
models. The different cases are not at the same phase angle, which should be noted when
comparing the results. It can be seen that, with the improvement of the near-wall treatment
and the use of the modification of Kato and Launder, the vortices starting at the leading edges
of the cylinder get stronger and roll-up more into the wake of the cylinder. The standard k–o

model with wall functions exhibits very long-stretched vortices. Independent of the near-wall

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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Figure 5. Calculated distribution of the vorticity �vz�D/u� with different turbulence models.

© 1998 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 28: 601–616 (1998)
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treatment, the centers of the separated vortices stay on their side with respect to the cylinder
centerline. When the modification of Kato and Launder is used, the centers of the vortices
cross over into the other half-plane, as observed in the flow visualization of Bearman and
Trueman [25]. The instantaneous vorticity pictures show clearly that the peak vorticity
increases when the standard k–o model is replaced by the modification of Kato and Launder,
and the wall functions are replaced by the two-layer model.

In Figure 6, contours of the time mean, non-dimensional turbulent kinetic energy k( /u�2 are
shown in the surroundings of the cylinder. Comparing the different cases shown in this figure,
it is obvious that the global behaviour of k( is determined by the turbulence model used far
away from the cylinder. In front of the cylinder, the increase of the turbulent kinetic energy
can be see in both cases with the standard k–o model, and this increase is significant for the
flow behaviour in the wake of the cylinder.

In Figure 7 the distribution of the time mean turbulent kinetic energy k( /u�2 on the symmetry
line at y=0 is shown as obtained with the different turbulence models. In this plot, the
measured distribution of Lyn et al. and the calculation results of Franke using the full
Reynolds stress model and the standard k–o model in a two-layer approach are shown. All the
calculations can be seen to lie considerably below the experimental results. The Reynolds stress
model, although a higher-order turbulence model, does not show any superior behaviour.

The results of this figure can be extracted also from Figure 6 and it can be seen that at the
symmetry line the turbulent kinetic energy is smaller than in the surroundings of the symmetry
line. To estimate the variation of k( , the peak values found in the wake behind the cylinder can
be used as characteristic values. Table IV gives the maximum values of the non-dimensional
turbulent kinetic energy, found downstream of the cylinder. Also in this table, the locations
x/D and y/D of the maxima are given; the x-location is correlated with the length of the
recirculation zone. Firstly, the maximum values of k( /u�2 differ significantly for the different
models. With the standard k–o model, independent of the near-wall treatment, higher values
are observed in the wake. This is caused by higher levels in front of the cylinder. The near-wall
treatment does not show any unique behaviour: replacing the wall functions by the two-layer
approach yields the standard k–o model higher values, while for the Kato and Launder
modification it yields smaller maximum values in the wake. A single maximum occurs in the
case of the Kato and Launder modification with the two-layer approach on the symmetry line,
while in all other cases the maxima occur off the symmetry line. In these cases, a different
roll-up process of the vortices behind the cylinder might cause increased levels of k( /u�2 on the
symmetry line.

Lyn [26] presented a time trace of the pressure recorded on the side of the cylinder, which
shows a variation between the different vortex-shedding periods. This variation might be
interpreted as a low-frequency modulation of the vortex shedding and may originate from the
3D nature of the large scale structures. In the measurements, this contributes to k( because it
is not correlated with the phase angle. In his 3D large eddy simulations, Pourquié (private
communication) observed a similar variation as shown by Rodi [27]. His calculated k( on the
centerline agrees well with Lyn et al.’s measurements, which may explain the failure of the
statistical models there because the 2D calculations cannot capture the 3D nature of large-scale
fluctuations.

Figure 8 shows the distribution of the non-dimensional velocity component ū/u� and Figure
9 of the non-dimensional total fluctuating energy k( f/u�2 on the cylinder center line. The total
fluctuating energy comprises the turbulent and the periodic fluctuations, and this quantity is
free from any systematic error introduced in the phase-averaging data evaluation procedure in
the experiments. In addition to the experimental results of Lyn et al. [2] and Durao et al. [28],
the calculated distributions of Franke [5] and of the present study are included.
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Figure 6. Calculated distribution of the turbulent kinetic energy k( /u�2 with different turbulence models.
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Figure 7. k( on the symmetry line of the cylinder.

Table IV. Maximum levels of k( /u�2 in the wake of the cylinder

Turbulence model x/D y/D k( /u�2

Standard k–o model 2.4 0.70WF 0.091
Modification of Kato and Launder 2.1 0.50WF 0.080
Standard k–o model 2.4TL 0.55 0.095
Modification of Kato and LaunderTL 1.9 0.00 0.068

The distributions in Figure 8 determined with the standard k–o model, irrespective of the
treatment close to the cylinder, indicate a recirculation zone which is too long. Using the
two-layer approach instead of wall functions reduces the length of the recirculation zone.
Considerable improvement is obtained with the Kato and Launder modification, especially
when it is combined with a two-layer approach. The results are even superior to those obtained
by Franke with the much more complex Reynolds stress model. However, they still approach
the free-stream velocity faster than Lyn et al.’s experiments. Here, the agreement is comparable

Figure 8. ū on the symmetry line of the cylinder.
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Figure 9. kf on the symmetry line of the cylinder.

with Durao et al.’s measurements, but these were conducted with a different blockage and
free-stream turbulence level (see Table III).

The total fluctuating energy k( f, shown in Figure 9, is determined to be too low if the
standard k–o model is used. This is due to the overproduction of turbulent kinetic energy in
front of the cylinder, resulting in a too strong damping of the periodic shedding motion in the
wake of the cylinder. When the Kato and Launder modification is applied together with the
two-layer approach, k( f is overpredicted, similar to the results of Franke obtained with a
Reynolds stress model. Hence, with these turbulence modeling approaches, an overly strong
periodic shedding seems to be produced, leading to time-averaged recirculation zone which is
too short, as can be seen in Figure 8. It should be mentioned that with these modeling
approaches, the location of the total fluctuation maximum in Figure 9 is determined correctly.
If instead of the two-layer approach, wall functions are used together with the Kato and
Launder modification, the maximum values are predicted correctly but the peak is shifted
downstream compared with the experiments.

4. CONCLUSIONS

Good agreement was obtained with the simulations performed by Kato and Launder [1] and
Franke [5] when the same computation domain and boundary conditions were used, except for
the case of the standard k–o model with wall functions. In this case, Franke did not obtain any
unsteady vortex shedding, while the calculations reported here and by other authors yielded
shedding. It appears that the onset of vortex shedding is strongly influenced by the numerical
details of the solution procedure. Once vortex shedding is established, these numerical details
seems to be less important for the calculations, as the comparison of the various results has
shown.

The calculation domain and boundary conditions chosen by Franke and used in other
studies were found not to be optimal for a comparison with the experiments of Lyn et al.,
because the inlet conditions are specified too close to the cylinder and the turbulent length
scale of the oncoming flow chosen was too large. This study has shown that the choice of the
inflow location and the inflow conditions have a significant influence on the calculation results;
in future calculations the optimized conditions proposed here should be adopted.
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The main part of the paper dealt with the influence of the turbulence model employed on the
prediction of the vortex-shedding flow past a square cylinder. Irrespective of the near-wall
treatment used, it was found that the Kato–Launder modification produced superior results to
the standard k–o model. Due to the much reduced turbulence production in front of the
cylinder, less turbulence is swept around the corners and the vortices roll in much stronger and
even cross the symmetry line. Concerning the turbulent kinetic energy predictions, it was found
that there is a significant underprediction by the statistical turbulence models compared with
the experimental data and LES calculations. A reason for this may be the low-frequency
modulation of the vortex shedding found in the experiments and in the LES simulations. This
is counted as turbulence and cannot occur in 2D calculations. Concerning the velocity
distribution on the center-line, it can be concluded that the use of the two-layer approach
instead of the wall functions, or the Kato–Launder modification instead of the standard k–o

model improve the agreement with the measurements, also concerning the length of the
recirculation zone. While the other models overpredict the recirculation length due to the
underprediction of the periodic shedding motion, the Kato–Launder modification in combina-
tion with the two-layer approach underpredicts this length somewhat, but not as much as the
full Reynolds stress model used by Franke. However, this model combination overpredicts the
peak value of the total fluctuating energy k( f, so that in view of the predictions of the turbulent
energy, the periodic component must be overpredicted. A similar behaviour was obtained with
the Reynolds stress model by Franke, but both models predict the correct location of the peak.
Conversely, the correct level is predicted by the Kato–Launder modification in combination
with wall functions, but the location is too far downstream.

The study has shown that the main quantities of engineering interest can be predicted
reasonably well with k–o type models. The use of the Kato–Launder modification has brought
a major improvement, which was confirmed also by companion calculations of the flow
around a square cylinder placed near a wall [29]. The best results were obtained when the
Kato–Launder modification is combined with the two-layer approach. Not all the details of
the complex motion are, however, in good agreement with the experimental observations. This
is not very surprising in view of the presence of larger scale 3D fluctuations which lead to a
low-frequency modulation of the shedding. These fluctuations cannot be accounted for in a 2D
calculation approach, but only in a much more expensive 3D large eddy simulation.
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